The phenomenal success of deep learning in the past decade has been mostly driven by the construction of increasingly large deep neural network (DNN) models. These models usually impose an ideal assumption that there are sufficient resources, including large-scale parameters, sufficient data, and massive computation, for the optimization. However, this assumption usually fails in real-world scenarios. For example, computer memory may be limited as in edge devices, large-scale data are difficult to obtain due to expensive costs and privacy constraints, and computational power is constrained as in most university labs. As a result, these resource discrepancy issues have hindered the democratization of deep learning techniques in many AI applications, and the development of efficient deep learning methods that can adapt to different resource constraints is of great importance.

In this talk, I will present my work centered around resource-efficient deep learning to free AI from the parameter-data-computation hungry beast. First, I will introduce a neural network pruning method to improve the parameter efficiency of large-scale pre-trained DNN models in the inference phase, which leads to the pruned models with an order-of-magnitude fewer parameters than the original model while achieving the same or better prediction accuracy. Then, I will talk about a task-agnostic neural architecture search method to reduce the computational cost in the training phase for finding the optimal pruned models, which is complementary to improving the parameter efficiency in the inference phase. Finally, I will conclude my presentation with a brief overview of my ongoing and future work as part of a broader research agenda of new and related problems and potential collaborations in the next few years.
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