Today, most application developers write code without much regard for how quickly it will run. Moreover, once the code is written, it is rare for it to be performance-engineered to run faster. That will change with the end of Moore’s Law, the 50-year technology trend which has, until recently, relentlessly doubled the number of transistors on a semiconductor chip every two years. With the attenuation of this major source of computing performance, application programmers will increasingly find themselves turning to software performance engineering in order to develop innovative products and applications. Computer science faces a major challenge to devise software-productivity tools to make the development of fast software easy.
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Professor Leiserson’s current research centers on software performance engineering: making computer programs run fast by whatever means: algorithms, parallel computing, caching, compilation, processor pipelining, bit tricks, vectorization, etc. His contributions include the Cilk parallel-programming language and runtime system, which has been available in major compilers for over a decade.